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I. INTRODUCTION

With rapid progress in display technologies to provide 

wider viewing angle and higher contrast, the information 

displayed on a device’s screen can be seen from anywhere 

by anybody more easily. Therefore, visual hacking to steal 

essential information on a screen, by peeping on it or 

capturing it using a telephoto lens, has become much easier 

and more common [1]. To prevent the visual hacking 

described above, there have been some methods to restrict 

the viewing angle within a narrow range [2-4]. However, 

those kinds of methods are still vulnerable to visual 

hacking, since they cannot distinguish the original user 

from the visual hacker. Moreover, since those conventional 

protections are not switchable, the user can feel uncomfor-

table due to the narrower viewing angle, even with a 

situation that no protection is required. In this paper, we 

propose a novel privacy-protection technique to adopt a 

directional backlight and facial-recognition system with 

higher accuracy and extended detection range, by combining 

a time-of-flight (TOF) sensor with facial recognition. An 

experimental demonstration is also provided to verify the 

proposed scheme.

II. PRINCIPLE

2.1. Facial Recognition Closer than the Minimum Detec-

tion Range of the TOF Sensor

To converge the light rays from the display device to 

the position of the face of the user, it is necessary to 

acquire the coordinates of that face. For that purpose, a 

TOF sensor such as the Kinect V2 is commonly used to 

measure the depth map. However, the TOF sensor has the 

limitation of a minimum detection range, which means that 

it cannot detect an object closer than that range. Since that 

range is about 0.7 m in the case of the Kinect V2 [5], we 

propose a novel method to extend the range of depth 

detection by combining a color image and a depth map.

At first, the facial recognition requires a color image of 

the face, which is provided by a color-image sensor 

besides the TOF sensor. Thus a calibration between the 

color image and depth map is necessary. Though a method 

using a checkerboard is commonly used [6], we used 

Kinect for Windows SDK 2.0 functions for this study, 

since we think that it is not practical for the user to 

always carry a checkerboard for calibration. Nevertheless, 

any kind of calibration method can be used if the output 

is accurate.

After the calibration is finished, in order to calculate the 

real coordinates    of the face’s center, we must 

determine a single pixel located at a particular depth   
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with horizontal/vertical sizes of  as follows, with 

horizontal/vertical field of view  and resolution  of 

the color sensor, and depth   measured by the TOF sensor 

as shown in Fig. 1.

 

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Using the above equation and the calibrated pixel 

coordinates of the face’s center 

 


 , we can acquire 

the three-dimensional coordinates of the face’s center 
    as follows: 
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However, as described above, this technique can be 

used only when the face’s center is beyond the minimum 

detection range of the TOF sensor. Thus we propose a 

novel method to retrieve the depth from the distance 

between the eyes of the observer after an initial 

recognition of the face’s position.

When the initial recognition of the face’s position is 

finished, the number of pixels 
 between the eyes of 

the observer is saved with the initial depth  as shown 

Fig. 2. Then we can derive the equation below from Fig. 

2, because the distance between the eyes is fixed.




 . (3)

Since the horizontal size of a single pixel is propor-

tional to the depth of the face’s center, as described in Eq. 

(1), we can replace 

 and   in Eq. (3) with  and   as 

below, respectively.

 





. (4)

Thus, without the output from the TOF sensor, the depth 

  of the face position can be retrieved by only obtaining 

the number of pixels  between the eyes from the color 

image sensor. To verify the proposed scheme, an experi-

mental demonstration to recognize the face’s position closer 

than the minimum detection range of the TOF sensor is 

also provided. 

2.2. Principles of Controlling the Ray Directions to the 

Face’s Position

In addition to recognition of the face’s position described 

above, accurate control of the directions of rays converging 

to the recognized facial position is also essential. For that 

purpose, we use a directional backlight system composed 

of a line light source and a convex-lens array with a focal 

length of 


, as shown in Fig. 3.

Since light rays emitted from the line light source 

proceed in parallel after passing through the convex-lens 

array, we can control the ray directions by positioning the 

line light source [7]. However, in an actual directional 

backlight system the line light source has a physical width 

FIG. 1. Calculation of the true position of the face’s center.

FIG. 2. Retrieving the depth   of the face’s center without the 

output from the TOF sensor.
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, as denoted in Fig. 4. Thus the light rays from the 

convex-lens array spread with a deviation angle , as 

derived below.

θ arctan


  . (5)

Nevertheless, since we expect that  is only about 0.2 

degrees in our experimental demonstration, we expect that 

the effect of imperfect collimation shown in Fig. 4 is 

negligible. Thus, using that principle, we can make all light 

be converged at the eye positions of a registered observer 

with pupil size of 2-8 mm, as shown in Fig. 5 [8].

For this purpose, we calculate the position of each line 

light source using a coordinate system shown in Fig. 6. 

When a converged position decentered by  from the 

center of the   elemental lens, and  away from the   

elemental lens, centers on depth  , the   line light source 

must be decentered by  from the center position of the  

 elemental lens. Then we can derive  as follows, 

using a proportional relation.

 





. (6)

Since  denotes the decentered position within the   

elemental lens, it is necessary to convert it with a global 

coordinate 
′  using the pitch  of a single elemental 

lens, as follows: 


′ . (7)

FIG. 5. Principles of the proposed privacy-protection system.

FIG. 3. Structure and principle of the directional backlight system.

FIG. 4. Effect of the width of the line light source on the 

imperfect collimation.
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Then we can use the following relation between  and 

.

 . (8)

Combining the above equations, we can calculate the 

position of each line light source from the true position of 

the face’s center. 


′  








. (9)

III. ANALYSIS OF THE VIEWING 

PARAMETERS

Since control of the ray direction is essential for the 

proposed system, the viewing angle is one of the most 

important viewing parameters. Regarding the above 

principles, the viewing angle max  of the proposed system 

can be derived from the focal length 


 of the lens array, 

the pitch  of a single elemental lens, the size 


 of 

the convex-lens array, and the depth   of the recognized 

face from the convex-lens array shown in Fig. 7.

To derive the viewing angle, we should consider the 

leftmost and rightmost positions where the light rays will 

converge. For that purpose, the first step is to calculate the 

distance  between the convex-lens array and crossing 

point where the leftmost/rightmost light rays meet. 

 





 . (10)

Then we can expect the maximum size  of the 

viewing zone at a depth of   according to the following 

equation from the proportionality relation.

  





 . (11)

Using the above derivations, we can calculate the 

viewing angle max  as follows:

max
arctan


 arctan 







 

 . (12)

FIG. 6. Calculation of line light source positions.

FIG. 7. Analysis of the viewing zone and viewing angle of the 

proposed method.
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IV. EXPERIMENTAL RESULTS

Pictures of the experimental setup and face cameras are 

shown in Fig. 8. We use two different faces, one 

registered and one unregistered, and located cameras with 

resolution of 4032 by 3024 pixels at the position of the 

right eye of each face. Thus we can check whether the 

proposed system can ban the sight of the unregistered 

observer while providing proper images to the registered 

user only. Figure 9 shows the positions of face cameras on 

the registered face. Regarding that the minimum detection 

range of the TOF sensor is 0.7 m, we chose two positions 

(labeled 1 and 2) closer than that, to verify that our 

method works properly under any circumstance. Behind an 

LCD panel with a resolution of 1920 by 1080 and a pixel 

pitch of 0.25 mm, we attach a convex-lens array composed 

of 13 by 13 elemental lenses, each with pitch  of 10 

mm and focal length 


 of 22 mm, as shown in Fig. 9. 

The line light source behind the lens array has a width of 

0.162 mm. From those parameters, we expect that the 

proposed system can provide privacy protection within a 

viewing angle max  of about 17° when the observer is 

located 800 mm from the device. Thus, we set the leftmost 

and rightmost positions of the face camera located 800 mm 

(positions 3 and 5) from the LCD panel to be the border 

of the viewing zone, to verify the analysis in chapter III.

As a first step of verification, we locate two face 

cameras with registered and unregistered faces 800 mm 

from the LCD panel, and check whether the system 

provides the screen information only to the location of the 

registered face. The experimental results are shown in Fig. 

10: The image displayed on the LCD panel (skull and 

crossbones) can be captured only at the position of the 

registered face (denoted with blue solid lines), whereas the 

face camera at the other position, which represents a visual 

hacker (denoted with green dashed lines), captures no infor-

mation from the screen. Therefore, from the experimental 

results in Fig. 10, it can be verified that the proposed 

FIG. 9. Positions of the face cameras to capture the observed views.

FIG. 8. Pictures of the experimental setup and face cameras, 

with registered and unregistered faces.
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scheme works as expected, when the observer is within 

the detection range of the TOF sensor.

The next verification is for a case when the observer is 

outside of the detection range of TOF sensor. For that 

purpose, we locate the face camera of the registered 

observer at positions 1 and 2. In this case, it is expected 

that the depth of the registered face is retrieved using the 

parameters , 
, and  , as denoted in Eq. (4). In 

the experiment, the measured depth  from the TOF sensor 

is 894 mm and  
 is 67 pixels, when the registered face 

is at position 4. Then, from the measured values of  at 

position 1 (121 pixels) and position 2 (111 pixels), we 

could retrieve the depths  and  as 495 mm and 540 

mm from the TOF sensor respectively. Thus we can 

confirm that those values are well matched by the 

experimental conditions shown in Fig. 9. The experimental 

results for the second case are shown in Fig. 11: The 

experimental demonstration can provide the screen image 

only to the eye location of the registered face’s camera 

(denoted with blue solid lines), while the unregistered face 

at the other position (denoted with green dashed lines) can 

capture no image information. Therefore, it can be 

concluded that the proposed scheme protects the privacy of 

the registered user securely, regardless of the distance 

between the observer and the device. 

V. CONCLUSION

With the rapid progress of mobile devices, the protection 

of the information in them becomes more important. Though 

various kinds of securing technology are developed in 

transmitting the information, the display screen is still 

vulnerable to simple peeping: visual hacking. In this paper, 

we have proposed an effective privacy-protection method 

to overcome the limitation of the detection range of a TOF 

sensor, and verified it with experimental demonstrations. 

We expect that the proposed system can be applied to 

various kinds of display devices to eliminate concerns over 

visual hacking.
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