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Laser processing using holograms can greatly improve processing speed, by spatially distributing the laser 

energy on the target material. However, it is difficult to reconstruct an image with arrays of closely spaced spots 

for laser processing, because the specklelike interference pattern prevents the spots from getting close to each 

other. To resolve this problem, a line target was divided in two, reconstructed with orthogonally polarized beams, 

and then superposed. Their optical reconstruction was performed by computer-generated holograms and a pulsed 

laser. With this method, we performed two-dimensional (2D) laser drilling of polyimide film, with a kerf width 

of 20 µm and a total processing length of 20 mm.
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I. INTRODUCTION

Lasers can achieve high intensity when focused onto a 

small area, because of their coherence and monochromaticity. 

This property enables the accurate and precise machining 

of targets of complex shape, without tool wear. With these 

advantages, the demand for laser processing is increasing 

in many industries, to fabricate, for example, printed circuit 

boards, displays, and semiconductors [1]. Conventional laser 

processing is performed by scanning a single spot on the 

target material. However, this method limits the processing 

speed, because the laser has to scan whole paths with a 

single spot. The speed can be slightly improved by 

increasing the laser’s pulse energy, but the speed remains 

far below expectation, because the penetrating energy is 

not proportional to the laser-pulse energy according to 

the Beer-Lambert Law [2]. At the same time, fluence 

that exceeds the appropriate value only deteriorates the 

processing quality, because of transverse heat diffusion. To 

achieve high quality and a reasonable processing speed 

corresponding to the laser energy, the laser beam should 

be spatially distributed on the target material, so that it can 

process large areas simultaneously. This can be achieved 

by several methods, such as multiple-beam interference 

[3, 4], multilens arrays [5, 6], and holograms [7-17]. 

Among them, the holographic method is very effective, 

given its high throughput. Many researchers have applied 

it to patterning [7-11], structuring [12, 13], drilling [14], 

cutting [15, 16], and welding [17].

In this paper we focus on laser drilling with spots 

placed very close together, which can be extended to laser 

cutting. Most previous experiments with holographic laser 

cutting were performed by scanning multiple spots [15, 

16], but this approach is only applicable to periodic 

cutting patterns, because all spots must be scanned in the 

same direction. To achieve the highest speed, the scanning 

process should be minimized by splitting the laser beam 

into as many spots as possible.
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FIG. 1. (a) A line target. (b) A CGH phase made with the 

target. (c) A reconstructed image. The insets show each of the 

magnified parts.

FIG. 2. (a) Divided line target 1. (b) Divided line target 2. (c) 

Line image numerically reconstructed by target 1. (d) Line 

image numerically reconstructed by target 2. (e) Superposed 

image of the reconstructed images.

There are two requirements for nonscanning laser 

cutting using holograms. First, the hologram should have a 

high damage threshold. Since a large number of spots is 

required for holographic laser cutting, in our case of 

cutting polyimide with a length of 20 mm, a laser energy 

of 300 mJ is needed. Dynamic holograms such as spatial 

light modulators or digital micromirror devices cannot 

withstand such high energy. Therefore, static holograms 

made of a material with a high damage threshold, such as 

fused silica, should be used.

The second requirement is to reduce the specklelike 

interference that occurs between spots [18, 19]. When a 

phase-only hologram is reconstructed with a uniform laser 

beam, highly fluctuating phases occur in the image plane, 

due to high spatial frequencies. Thus, constructive or 

destructive interference patterns occur between the spots, 

causing discontinuity and nonuniformity of the line images. 

The common solution to this is to temporally average, or 

accumulate, the various images of the same target [20-23]. 

However, this method cannot be applied to the present 

research, because it requires dynamic holograms.

In this study we performed holographic laser processing 

of polyimide film by using two computer-generated 

holograms (CGHs) to perform laser drilling with arrays of 

closely spaced spots. With a limit of laser-pulse energy of 

300 mJ, the total cut length was limited to 20 mm. The 

target pattern had 12 lines distributed in an area of 24 

mm × 23 mm, with each line having an average length of 

about 1.67 mm. If one uses a laser with a pulse energy of 

several J or more, the cutting length increases linearly, and 

this can be extended to laser cutting.

The superposition of orthogonally polarized images [24] 

enabled us to reconstruct multiple continuous line images 

with static holograms. Based on this method, we designed 

and fabricated CGHs and demonstrated 2D nonscanning 

laser processing. In Section 2, we present a method for 

reducing the interference pattern in the reconstructed image. 

In Section 3, the algorithm for designing CGHs and 

parameters for the fabrication of CGHs are demonstrated. 

In Section 4, the experimental setup and its results are 

presented. In Section 5 we discuss a practical example for 

applying this method to laser cutting, and finally we 

present the conclusions of this research in Section 6.

II. REDUCTION OF INTERFERENCE IN 

A RECONSTRUCTED IMAGE

The hologram should reconstruct continuous, uniform 

line images for laser drilling with arrays of closely spaced 

spots. We summarize a method for reducing the interference 

pattern in the reconstructed image that can be applied for 

static holograms, and detailed descriptions can be found in 

[24]. The hologram can be classified by its reconstructed 

region and modulation type. We chose Fourier holograms, 

because they are easy to align and less sensitive to changes 

in the input-beam intensity. For modulation a phase-only 

type was adopted, to achieve high efficiency, and to avoid 

damage to the CGHs by the high-energy laser.

Figure 1 shows an example of reconstructing a line 

image with a phase-only Fourier CGH. Figures 1(a) and 

1(b) show respectively a line target consisting of 16 spots, 

and a CGH phase designed by the target. Figure 1(c) 

shows an image reconstructed from the CGH. It contains a 

highly fluctuating interference pattern between the spots, 

which hinders the reconstruction of a continuous line. This 

is an inherent problem when a phase-only hologram is 

reconstructed with a uniformly distributed beam.

The first step in reducing the interference pattern is to 

divide the target into two targets with two-pixel spot 

intervals, as shown in Figs. 2(a) and 2(b). The second step 

is to design and fabricate two CGHs corresponding to each 

divided target, and reconstruct them with orthogonally 

polarized beams respectively. The reconstructed images 

have a reduced interference pattern, due to the larger spot 

interval, as shown in Figs. 2(c) and 2(d). The next step is 

to superpose them on the same image plane, as shown in 

Fig. 2(e), and they will be linearly superposed without 

interference from each other, due to the orthogonal 

polarizations. Compared to the image produced by a single 

hologram (Fig. 1(c)), the result shows a much-reduced 

interference pattern. This method can be easily extended to 

2D line images with complex shapes.
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FIG. 3. (a) Target pattern for 2D laser processing. (b) Each 

line’s number.

III. DESIGN AND FABRICATION OF CGHS

3.1. Optimal-rotation-angle Algorithm for CGH Design

We summarize the optimal-rotation-angle (ORA) algorithm 

[25] for designing a phase-only CGH. Among the CGH 

algorithms it shows good performance, with highly uniform 

spots. Let the 2D discrete complex amplitudes in the image 

and hologram planes, respectively, be expressed as amnexp 

(iψmn) and Apqexp(iϕpq), where amn and Apq are amplitudes, 

ψmn and ϕpq are phases, and m, n, p, and q are each pixel 

number. Because we consider a Fourier hologram, they are 

in Fourier-transform relationship as follows:
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where N is the number of sampling points, which is 

assumed to be equal in all directions, without loss of 

generality. The objective of this algorithm is to optimize 

the hologram phase ϕpq, which can reconstruct the target 

image amplitude a’mn with a given beam amplitude A’pq. 

Therefore, the amplitudes amn and Apq before optimization 

in each plane should converge to a’mn and A’pq, respectively, 

while ψmn is a free parameter. This process is performed 

through a number of iterations. The first iteration begins 

by Fourier-transforming the hologram’s complex amplitude 

with the randomly given phase ϕpq, and the given beam 

amplitude A’pq. When the hologram’s phase is changed 

from ϕpq to ϕpq + ∆ϕpq, the image amplitude amn in each 

pixel is also changed as follows:
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where C1, C2, and C3 are simplified terms of each 

summation, and amn > 0 means that only target spots are 

considered. Then we can find mathematically the optimal 

phase change ∆ϕpq that maximizes the sum of all 

amplitude variations, as follows:
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Then ϕpq is replaced with ϕpq + ∆ϕpq, and the same 

process is performed for all of the hologram’s other pixels. 

After that, the totally renewed hologram complex amplitude 

Apqexp(iϕpq) is Fourier-transformed to obtain the image 

complex amplitude amnexp(iψmn), and |amn|
2
 is compared to 

the target image intensity |a’mn|
2
. This is a single iteration; 

the process is repeated with a newly given image phase 

ψmn until the hologram reconstructs a satisfactory image. 

All CGHs to be described later were designed using the 

ORA algorithm.

3.2. Design Parameters and Fabrication of CGH

A processing target was determined based on a singulation 

pattern for a camera module’s circuit board, as shown in 

Fig. 3(a). It consisted of 12 lines in an area of 24 mm × 

23 mm, and each line was numbered for easy analysis, as 

depicted in Fig. 3(b). The length of the upper and middle 

lines (from 1 to 8) was about 1.7 mm each, and the length 

of the lower lines (from 9 to 12) was about 1.4 mm each. 

The line target was divided into two targets, as described 

in the previous section. The intended kerf width was less 

than 30 µm, and based on this value the spot size of the 

reconstructed image was determined to be about 30 µm 

(1/e
2
). The size of the fabricated CGH was 17 mm × 17 

mm, its pixel pitch 3.4 µm × 3.4 µm, and its number of 

pixels 5000 × 5000. With these parameters, each divided 

target had 614 spots and a spot interval of 31.8 µm, while 

the superposed image had a total of 1228 spots and a spot 

interval of 15.9 µm.

The fabricated CGH modulated the input beam’s phase 

using the relative difference in depth. The designed phase 

profile was transferred to the surface of the fused silica by 

a direct-laser-writing technique [26]. The fabrication process 

began with spin coating of the photoresist on the substrate. 

Then, the spot of the UV diode laser scanned the photo-

resist, with intensity modulated corresponding to each point. 

After the development of the photoresist, it was transferred 

to the fused silica by reactive ion etching. The fabricated 

CGHs had a diffraction efficiency of about 70%.
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FIG. 4. Experimental setup for laser processing using two 

holograms. L: lens, HWP: half-wave plate, PBS: polarizing 

beam splitter, M: mirror, CGH: computer-generated hologram, 

FL: f-theta lens, PI: polyimide.

FIG. 5. Optically reconstructed line images. For each image, 

the top number is the line number defined in Fig. 3(b), and the 

bottom number is the average line width.

FIG. 6. Microscopic images of the processing results using 

two CGHs. The top numbers are the line numbers defined in 

Fig. 3(b). In each panel, the small black scale bar is 100 µm 

long.

TABLE 1. Average kerf width of the processing results for 

each line (µm)

16.7 ± 5.6 22.0 ± 5.8 19.3 ± 5.0 19.9 ± 5.1

20.8 ± 5.9 22.0 ± 4.9 20.3 ± 6.2 23.5 ± 4.5

19.5 ± 4.5 17.2 ± 5.6 17.7 ± 5.1 20.6 ± 5.7

IV. EXPERIMENT

4.1. Experimental Setup

Figure 4 shows the experimental setup for the 2D laser 

drilling using the two CGHs. The light source was a 

flash-lamp-pumped Nd:YAG laser (Spectra-Physics LAB150) 

operating in 10-Hz pulsed mode by Q-switching. Its 

wavelength was 1064 nm, pulse width was about 10 ns, 

M
2
 value was 1.4, and maximum pulse energy was about 

300 mJ. The shot-to-shot fluctuation of the laser-pulse 

energy was 0.7%. The laser beam was expanded twice by 

the lenses (L1 and L2). A polarizing beam splitter (PBS1) 

divided the expanded beam into p- and s-polarized beams, 

and a half-wave plate (HWP) controlled their splitting ratio. 

The polarized beams were reflected 90° by mirrors (M1 

and M2) that had a dielectric coating for each polarization, 

and the phase of each beam was modulated by CGH1 and 

CGH2 respectively. The two beams were combined at 

PBS2, and optically Fourier transformed by an f-theta lens 

(FL, Thorlabs FTH254-1064, focal length 254 mm), which 

minimized aberrations. The two CGHs and PBS2 were 

aligned precisely to superpose the reconstructed images 

with high accuracy on the image plane.

Figure 5 shows the optically reconstructed and superposed 

line images. The images were continuous and imaged on the 

flat plane without field curvature, as shown by the average 

line widths in Fig. 5. The processing target (polyimide 

film, 25.4 ± 1.3 µm thick) was located on the image plane. 

To firmly hold the target flat, its four sides were taped 

onto the aluminum plate with a beam path perforated. The 

required z-axis positional accuracy of the target was 

known to be less than the Rayleigh length [27], which was 

about 0.50 mm in this experiment. To find the optimal 

z-position for the target, we tested it at intervals of 0.10 

mm, and we provide the result at the position having the 

narrowest kerf width.

4.2. Experimental Results

The incident pulse energy was 300 mJ on PBS1 and 

150 mJ on each CGH, and the number of pulses used for 

drilling was 100 shots. Figure 6 shows the microscopic 

images of the results, featuring the continuously cut kerf 

for the entire area. Table 1 shows the average kerf width 

for each line; the total average was 20.0 ± 5.7 µm. Based 

on the energy irradiated on the sample and the reconstructed 

images of Fig. 5, we have calculated a fluence of 40.9 ±

8.0 J/cm
2
 along the line center.

To ensure the superposition of orthogonally polarized 

images, laser drilling using a single CGH was performed 

with the same setup as the one in Fig. 4, except that one 

of the beams was blocked. Figure 7(a) shows one of the 

reconstructed line images, while Fig. 7(b) shows one of 

the laser-drilling results using a single CGH. As the result 

shows, the spots were not connected to each other, showing 

discontinuity, and only 64% of the total length was cut.
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FIG. 7. (a) One of the optically reconstructed line images 

using a single CGH. (b) Microscopic image of the processing 

result using a single CGH. Scale bar: 100 µm.

FIG. 8. (a) The optically reconstructed line images using a 

cylindrical lens. (b) Microscopic image of the processing 

result using a cylindrical lens. Scale bar: 100 µm.

FIG. 9. (a) Simulated image of a micro-SD card reconstructed 

by superposition of orthogonally polarized images. (b,c) 

Simulated images of the micro-SD card before superposition, 

for the red square in (a). (d) Enlarged image of the red square 

in (a).

The processing results showed the inhomogeneity of 

the kerf width, and randomly distributed damaged spots 

occurred around the kerf (about 400 µm in width at the 

line center), which is called the heat-affected zone (HAZ). 

We compared these to a processing result for a uniform 

line produced by a cylindrical lens. Figure 8(a) shows a 

focused line image produced with the cylindrical lens. 

Both ends were truncated to match the length of the 

reconstructed line images produced with the CGHs, and it 

had a similar line width of 36.0 µm. The experiment was 

performed with the same laser conditions (wavelength, 

pulse width, and repetition rate). The fluence at the line 

center was 45.3 ± 1.6 J/cm
2
. Its mean value was adjusted 

as closely as possible to that of the previous experiment, 

and the standard deviation was significantly lower, due to 

the uniformity of the lines. The number of shots was 100, 

which is the same as before. Figure 8(b) shows the 

experimental result for the cylindrical lens; its kerf width 

was 26.0 ± 3.8 µm. The average kerf width was larger for 

the cylindrical lens because of the larger linewidth and the 

higher fluence. Also, the ratio of the standard deviation to 

the average value showed better processing quality when 

using a cylindrical lens. Considering that the cylindrical 

lens showed more uniform line image intensity than the 

CGHs, it can be seen that the fluctuating intensity from 

fabrication errors of the CGHs caused quality degradation. 

In addition, because there was also some degree of 

inhomogeneity in the results of processing with a cylindrical 

lens, inadequate wavelength and pulse width for polyimide 

film can also be seen as factors in quality degradation.

Both of the above experiments show the HAZ, and it 

can be concluded that the reconstruction by the CGHs was 

not the main cause of the HAZ. There are several causes 

of the HAZ, a major cause of HAZ is the wavelength and 

pulse width of the laser, which are in the range where 

thermal processing is dominant. At a wavelength of 1064 

nm, the photon energy is too low to break the polymer’s 

bonds [28], and the pulse width of 10 ns is considerably 

longer than the electron-photon coupling time [29]. There-

fore, the laser can be considered a heat source, and the 

absorbed heat energy is diffused, causing damage beyond 

the irradiated area. Such an HAZ may be suppressed by 

nonthermal processing using a UV laser or an ultrashort- 

pulse laser [30]. In addition, the polyimide film has a low 

absorption rate at the corresponding wavelength, which 

causes a large fluence, which also contributes to the HAZ.

V. DISCUSSION

For this method to be fully utilized as laser cutting, a 

laser with a pulse energy of several joules or more is 

required. For example, using the Spectra-Physics Quanta-Ray 

Pro-290 (maximum pulse energy 2 J), we expect to be able 

to cut patterns 130 mm in length under the same processing 

conditions (fluence, kerf width, etc.) as in this paper.

One of the patterns for effectively implementing the 

proposed method is singulation of a micro-SD card [31]. 

Unlike the target pattern of this paper, which consists of 

straight lines, the micro-SD card’s pattern has a complex 

line image 52 mm in length, with diagonal and curved 

lines as well as vertical and horizontal ones. For simulation, 

we divided the spots alternately along the cutting line of 

the micro-SD-card target into two targets, to avoid 

interference noise. Figure 9(a) shows the simulated image 

when the orthogonally polarized images from divided 

targets are reconstructed and superposed. This simulation 

was intended to demonstrate feasibility, and was performed 

with a reduced pattern, compared to the actual micro-SD 

card. Figures 9(b)~9(d) show the images before and after 

superposition, for the portion containing lines in various 

directions. For diagonal components with an interval of 

1.414 pixels, the line intensity was weaker than for a vertical 

or horizontal line with a 1-pixel interval. Therefore, to 

compensate for this, the CGHs were designed so that the 

spots of the diagonal components had higher intensity, about 

1.3 times that of a vertical or horizontal line, so that they 

had a uniform intensity along the line after superposition.
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Considering that an actual micro-SD card has a peri-

meter of 52 mm, it was calculated that a pulse energy of 

approximately 0.7 J is required if we use image line width 

(~30 µm) and fluence (~40 J/cm
2
) similar to those in the 

experiment performed in this paper. Actual values may be 

changed, considering that the material of a micro-SD card 

is epoxy and its thickness is 1.0 mm, and of course an 

experiment to find the appropriate wavelength and pulse 

width should be conducted.

VI. CONCLUSION

In conclusion, we have demonstrated nonscanning 2D 

laser drilling with arrays of closely spaced spots using two 

CGHs. To achieve this, the specklelike interference pattern 

was reduced by superposing two orthogonally polarized 

images, and the CGHs were fabricated with fused silica, 

which has a high damage threshold and can withstand high 

energy. Using the two CGHs and a pulsed laser, we 

successfully performed 2D laser drilling of polyimide film 

without a scanning process. This technique can be applied 

to 2D images of any shape, and enables a high-energy 

laser to be efficiently used for laser processing with high 

throughput. The processing results showed inhomogeneous 

kerf width, and a HAZ consisting of damage spots due to 

the thermal processing. We expect that higher quality can 

be achieved using advanced fabrication of CGHs, and a 

laser of shorter wavelength or shorter pulse width, with 

this verified technique.
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